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#### Abstract

We give the solution of a discrete least squares approximation problem in terms of orthonormal polynomial vectors with respect to a discrete inner product. The degrees of the polynomial elements of these vectors can be different. An algorithm is constructed computing the coefficients of recurrence relations for the orthonormal polynomial vectors. In case the weight vectors are prescribed in points on the real axis or on the unit circle, variants of the original algorithm can be designed which are an order of magnitude more efficient. Although the recurrence relations require all previous vectors to compute the next orthonormal polynomial vector, in the real or the unit-circle case only a fixed number of previous vectors are required. As an application, we approximate a vector-valued function by a vector rational function in a linearized least squares sense.
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1. Introduction. Suppose we want to approximate a set of data points $\left(z_{i}, f_{i}, e_{i}\right) \in$ $\mathbb{C}^{3}, i=1,2, \ldots, m$, by a rational function $n(z) / d(z)$ of a given degree structure in the sense that we want to minimize the sum of squares $S$ with

$$
S:=\sum_{i=1}^{m}\left|f_{i} / e_{i}-n\left(z_{i}\right) / d\left(z_{i}\right)\right|^{2}
$$

This is a highly nonlinear problem which requires an iterative solver. A good starting value for the iteration can often be obtained by solving the linearized problem, where we minimize $S$ with

$$
S:=\sum_{i=1}^{m}\left|f_{i} d\left(z_{i}\right)-e_{i} n\left(z_{i}\right)\right|^{2} .
$$

The latter problem is linear and much easier to solve. If we set

$$
F_{i}^{H}:=\left[f_{i},-e_{i}\right] \quad \text { and } P(z)^{T}:=[d(z), n(z)],
$$

we can rewrite the latter as

$$
S=\sum_{i=1}^{m}\left|F_{i}^{H} P\left(z_{i}\right)\right|^{2}
$$

We can use the same setup if, at each knot $z_{i}$, a vector of complex data is given, i.e., if $f_{i} \in \mathbb{C}^{n-1}, e_{i} \in \mathbb{C}$, this vector is approximated by a vector rational function, so that also $n(z)$ is an $(n-1)$-dimensional vector polynomial and $d(z)$ a common (scalar) denominator. In the last form of $S$, we then have $F_{i} \in \mathbb{C}^{n \times 1}$ and $P(z) \in \mathbb{C}[z]^{n \times 1}$. Of course we have degree conditions on $P(z)$, say

$$
\partial P \leq \Delta:=\left[\delta_{1}, \delta_{2}, \ldots, \delta_{n}\right](\text { componentwise }), \quad \Delta \in(\mathbb{N} \cup\{-1\})^{n \times 1}
$$

[^0](we say that the zero polynomial has degree -1 ). To avoid the trivial solution $P \equiv 0$, we add the condition that one of the elements of $P$ has to be monic, i.e., we have precise degree for the monic component. We will solve this discrete least squares approximation problem using polynomial vectors orthogonal with respect to the discrete inner product
$$
\langle P, Q\rangle:=\sum_{i=1}^{m} P^{H}\left(z_{i}\right) F_{i} F_{i}^{H} Q\left(z_{i}\right) .
$$

We will give an algorithm to compute the building blocks of a recurrence relation from which these orthogonal polynomial vectors can be computed. We show that if all the points $z_{i}$ are real or all the points $z_{i}$ are on the unit circle, the complexity of the algorithm can be reduced by an order of magnitude.

In previous publications $[5,16,17]$, we have considered special cases of the approximation problem described above. In [16], we gave an algorithm to solve the problem with real points $z_{i}, n=2$ and $\delta_{1}=\delta_{2}$. The algorithm is a generalization of the algorithm of Reichel [12], which constructs the optimal polynomial fitting given function values in real points $z_{i}$ in a least squares sense. Reichel's algorithm itself is based on the Rutishauser-Gragg-Harrod algorithm [14, 11, 1] for the computation of Jacobi matrices. Similar results were obtained in [4, 8]. In Section 9, we investigate the real point case for arbitrary $n$ and arbitrary degrees $\delta_{i}, i=1,2, \ldots, n$.

Based on the inverse unitary QR algorithm for computing unitary Hessenberg matrices [2], Reichel, Ammar and Gragg [13] solve the approximation problem when the given function values are taken in points on the unit circle. In [17], we generalized this from $n=1$ to $n=2$ with equal degrees $\delta_{1}=\delta_{2}$. Section 10 handles the general problem on the unit circle. When $n=2$, we refer the reader to [5], which summarizes [16] and [17] and handles the case of arbitrary degrees $\delta_{1}$ and $\delta_{2}$.

In $[16,17]$, we have given numerical examples showing that the algorithms can be used to compute rational interpolants or rational approximants in a linearized discrete least squares sense. In Section 7, we give the conditions for having an interpolating polynomial vector. In a future publication, we shall show how we can use the theory developed here to compute matrix rational interpolants or matrix rational approximants in a linearized discrete least squares sense. For the simpler problem of vector rational approximation, we give an example in Section 11.
2. Discrete least squares approximation problem. We consider the following inner product.

Definition 2.1 (InNER product, norm). Given the points $z_{i} \in \mathbb{C}$, and the weight vectors $F_{i} \in \mathbb{C}^{n \times 1}, i=1,2, \ldots, m$, we consider a subspace $\mathcal{P}$ of all polynomial vectors $\mathbb{C}[z]^{n \times 1}$ such that the following bilinear form defines a discrete inner product $\langle P, Q\rangle$ for two polynomial vectors $P, Q \in \mathcal{P} \subset \mathbb{C}[z]^{n \times 1}$ :

$$
\begin{equation*}
\langle P, Q\rangle:=\sum_{i=1}^{m} P^{H}\left(z_{i}\right) F_{i} F_{i}^{H} Q\left(z_{i}\right) . \tag{2.1}
\end{equation*}
$$

The norm $\|P\|$ of a polynomial vector $P \in \mathcal{P} \subset \mathbb{C}[z]^{n \times 1}$ is defined as

$$
\|P\|:=\sqrt{\langle P, P\rangle} .
$$

For this to be an inner product in $\mathcal{P}$, it is necessary and sufficient that $\mathcal{P}$ is a subspace of polynomial vectors such that there is no nonzero polynomial vector $P \in \mathcal{P}$ with
$\langle P, P\rangle=0$ or equivalently with $F_{i}^{H} P\left(z_{i}\right)=0, i=1,2, \ldots, m$. We will call this the regular case. In Section 7, we will handle the singular case. Up to then, we will assume that (2.1) is a (positive definite) inner product. We consider the following approximation problem.

Definition 2.2 (Discrete least squares approximation problem). Given the points $z_{i} \in \mathbb{C}$ and the weight vectors $F_{i} \in \mathbb{C}^{n \times 1}, i=1,2, \ldots, m$, the degree vector $\Delta:=\left[\delta_{1}, \delta_{2}, \ldots, \delta_{m}\right]^{T} \in(\mathbb{N} \cup\{-1\})^{n \times 1}$ and some degree index $\nu_{\Delta} \in\{1,2, \ldots, n\}$.
With $\bar{\Delta}:=\left(\Delta, \nu_{\Delta}\right)$ (the extended degree vector) and $P:=\left[P_{1}, P_{2}, \ldots, P_{n}\right]^{T} \in \mathbb{C}[z]^{n \times 1}$, consider the sets $\mathcal{P}_{\Delta}$ and $\mathcal{P}_{\bar{\Delta}}$

$$
\begin{aligned}
\mathcal{P}_{\Delta} & :=\left\{P \in \mathbb{C}[z]^{n \times 1} \mid \partial P \leq \Delta\right\} \\
\mathcal{P}_{\bar{\Delta}} & :=\left\{P \in \mathcal{P}_{\Delta} \mid \partial P_{\nu_{\Delta}}=\delta_{\nu_{\Delta}} \text { and } P_{\nu_{\Delta}} \text { is monic }\right\} .
\end{aligned}
$$

In the discrete least squares approximation problem, we look for the polynomial vector $P$ such that $\|P\|=\min _{Q \in \mathcal{P}_{\bar{\Delta}}}\|Q\|$. The degree vector $\Delta$ is such that for the set $\mathcal{P}_{\Delta}$ $\|\cdot\|$ is a norm (not a semi-norm), i.e. $\mathcal{P}_{\Delta} \subset \mathcal{P}$.

Note that in this paper, all inequalities between integer vectors are taken componentwise.
3. Orthonormal polynomial vectors. To solve the discrete least squares approximation problem, we could easily transform it into a linear algebra problem. Note that $F_{i}^{H} P\left(z_{i}\right) \in \mathbb{C}$ is a scalar. Therefore, the original problem is equivalent to solving the $m$ linear equations

$$
F_{i}^{H} P\left(z_{i}\right)=0, \quad i=1,2, \ldots, m
$$

in a least squares sense, i.e.

$$
\sum_{i=1}^{m}\left|r_{i}\right|^{2} \text { is minimal with } r_{i}=F_{i}^{H} P\left(z_{i}\right)
$$

(with $P \in \mathcal{P}_{\bar{\Delta}}$ ). Because $\mathcal{P}_{\Delta}$ is a $\mathbb{C}$-vector space having dimension $|\Delta|:=\sum_{i=1}^{n}\left(\delta_{i}+1\right)$, we can choose a basis for $\mathcal{P}_{\Delta}$ and write out the least squares problem using coordinates with respect to this basis. Introducing the normality condition, i.e. $P_{\nu_{\Delta}}$ has to be monic, we can eliminate one of the coordinates. We obtain an $m \times(|\Delta|-1)$ least squares problem. The amount of computational work is proportional to $m|\Delta|^{2}$ (e.g. using the normal equations or the QR factorization).

Assume however that we have an orthonormal basis for $\mathcal{P}_{\Delta}$ such that the basis vectors $B_{j}:=\left[B_{j, 1}, B_{j, 2}, \ldots, B_{j, n}\right]^{T}$ satisfy $\partial B_{j, \nu_{\Delta}}<\delta_{\nu_{\Delta}}, j=1,2, \ldots,|\Delta|-1$, and $\partial B_{|\Delta|, \nu_{\Delta}}=\delta_{\nu_{\Delta}}$, then we can write every $P \in \mathcal{P}_{\Delta}$ in a unique way as

$$
P=\sum_{j=1}^{|\Delta|} B_{j} a_{j}, \quad a_{j} \in \mathbb{C}
$$

Because $P_{\nu_{\Delta}}$ has to be monic of degree $\delta_{\nu_{\Delta}}, a_{|\Delta|}$ is fixed. The other coordinates $a_{j}$, $j=1,2, \ldots,|\Delta|-1$ can be chosen freely. We get

$$
\begin{aligned}
\|P\|^{2} & =\langle P, P\rangle \\
& =\left\langle\sum_{j=1}^{|\Delta|} B_{j} a_{j}, \sum_{j=1}^{|\Delta|} B_{j} a_{j}\right\rangle
\end{aligned}
$$

$$
\left.=\sum_{j=1}^{|\Delta|}\left|a_{j}\right|^{2} \quad \text { (because }\left\langle B_{i}, B_{j}\right\rangle=\delta_{i j}\right)
$$

Therefore, to minimize $\|P\|$, we can put $a_{j}, j=1,2, \ldots,|\Delta|-1$ equal to zero or

$$
P=B_{|\Delta|} a_{|\Delta|} \quad \text { and } \quad\|P\|=\left|a_{|\Delta|}\right| .
$$

Hence, to solve the least squares approximation problem we can compute the orthonormal polynomial vector $B_{|\Delta|}$ and this will give us the solution (up to a scalar multiplication to make it monic).

Suppose we want to solve the problem for a certain degree vector $\Delta^{\star}$. We want to construct the basis vectors for $\mathcal{P}_{\Delta \star}$ recursively by gradually constructing the basis vectors for nested subspaces

$$
\mathcal{P}_{\Delta^{(0)}} \subset \mathcal{P}_{\Delta^{(1)}} \subset \cdots \subset \mathcal{P}_{\Delta^{(k)}}=\mathcal{P}_{\Delta^{\star}}
$$

If we arrange the degree vectors $\Delta^{(k)}$ into an $n$-dimensional table, then we want to reach $\Delta^{\star}$ by walking along a "diagonal". This means that we pass through the points $\Delta^{\star}-U, \Delta^{\star}-2 U, \ldots$, where $U:=[1,1, \ldots, 1]^{T}$. Each move on the diagonal from $\Delta$ to $\Delta+U$ will be decomposed in a set of $n$ elementary steps in each of the coordinate directions: $\Delta+U_{1}^{1}, \Delta+U_{2}^{1}, \ldots, \Delta+U_{n}^{1}=\Delta+U$, where $U_{j}^{1}:=[1,1, \ldots, 1,0, \ldots, 0]^{T}$ ( $j$ ones). This results in a staircase-like polyline. This works quite well when $\Delta \geq 0$. Unless $\Delta^{\star}$ is on the main diagonal, the starting point of the diagonal through $\Delta^{\star}$ will be outside the positive part of the coordinate system. When some $\delta_{i}<0$, the corresponding polynomial will be zero and it will remain zero, no matter how negative $\delta_{i}$ will get. This means that whenever $\Delta^{(k)}$ falls outside $(\mathbb{N} \cup\{-1\})^{n \times 1}, \mathcal{P}_{\Delta^{(k)}}$ will be equal to some $\mathcal{P}_{\Delta^{(l)}}$ with $\Delta^{(l)} \in(\mathbb{N} \cup\{-1\})^{n \times 1}$. Therefore, we shall project the polyline onto the part $(\mathbb{N} \cup\{-1\})^{n \times 1}$ of $\mathbb{Z}^{n \times 1}$, such that $\Delta^{(k)}<\Delta^{(k+1)}$ for all $k \geq 0$. This means that $\operatorname{dim} \mathcal{P}_{\Delta^{(k+1)}}=\operatorname{dim} \mathcal{P}_{\Delta^{(k)}}+1$, starting with $\Delta^{(0)}=[-1,-1, \ldots,-1]^{T}$, which corresponds to $\mathcal{P}_{\Delta^{(0)}}=\left\{[0,0, \ldots, 0]^{T}\right\}$ with $\operatorname{dim} \mathcal{P}_{\Delta^{(0)}}=0$. Hence, we have the following definition for the sequence of degree vectors $\Delta^{(k)}$, degree indices $\nu_{k}$ and the so-called pivot indices $\pi_{k}, k=1,2, \ldots$.

Definition 3.1 (DEGREE VECTORS, DEGREE INDICES AND PIVOT INDICES). Let $\Delta^{\star}:=\left[\delta_{1}^{\star}, \ldots, \delta_{n}^{\star}\right]$ be the target degree vector and define $U_{j}:=[0, \ldots, 0,1,0, \ldots, 0]^{T}(1$ at the $j$-th position). Set the initial degree vector $\Delta^{(0)}:=[-1,-1, \ldots,-1]^{T}$. Furthermore, if $\Delta^{(k-1)}=\left[\delta_{1}, \delta_{2}, \ldots, \delta_{n}\right]^{T}$, then $\Delta^{(k)}:=\Delta^{(k-1)}+U_{j}$ with $j$ the least integer in $\{1,2, \ldots, n\}$ that satisfies the equation $\delta_{j}^{\star}-\delta_{j}=\max \left\{\delta_{i}^{\star}-\delta_{i} \mid i=1,2, \ldots, n\right\}$. The corresponding degree index is $\nu_{k}:=j$. The pivot indices $\pi_{k}$ are defined as follows. If $\delta_{j}=-1$ then $\pi_{k}:=j$. Otherwise $\pi_{k}:=k-l+n$ with $l$ the number of nonnegative elements in $\Delta^{(k)}$.

By defining the degree vectors in this way, for each degree vector $\Delta^{(k)}>-U$ the degree vector $\Delta^{(k)}-U$ appears earlier in the sequence as $\Delta^{(j)}=\Delta^{(k)}-U$. Also $k-j=n$ is made as small as possible. This will result in a recurrence relation for the orthonormal polynomial vector $\phi_{k}(z)$ written as a linear combination of $z \phi_{j}(z)$ and the other previous orthonormal polynomial vectors. However, when all points $z_{i}$ are on the real line or on the unit circle, only a limited number of the previous orthonormal polynomial vectors will be needed. Hence, the computational work will be decreased by an order of magnitude.

Why we define the pivot indices in this way will become clear later on when we shall show that the algorithm, which we describe below, will indeed give the solution with the prescribed degree structure.
4. Algorithm. In this section, we give an algorithm which inputs the initial data (the points $z_{i}$, the weights $F_{i}$ ) and outputs the building blocks of a recurrence relation generating the desired orthonormal polynomial vectors. This transformation process is influenced by the parameters

$$
\Delta^{\star}:=\left[\delta_{1}^{\star}, \delta_{2}^{\star}, \ldots, \delta_{n}^{\star}\right]^{T},
$$

with

$$
\delta_{1}^{\star} \geq \delta_{2}^{\star} \geq \ldots \geq \delta_{n}^{\star} \geq 0, \quad \delta_{i}^{\star} \in \mathbb{N}
$$

Note that by a permutation this ordering can always be assumed without loss of generality.

The algorithm starts with the following matrix:

$$
\left[\begin{array}{c|cccc}
F_{1} & z_{1} & & & \\
F_{2} & & z_{2} & & \\
\vdots & & & \ddots & \\
F_{m} & & & & z_{m}
\end{array}\right]=: \quad[F \mid \Lambda] \in \mathbb{C}^{m \times(n+m)}
$$

and transforms this using similarity transformations on $\Lambda$ into

$$
\left[Q^{H} F \mid Q^{H} \Lambda Q\right]=Q^{H}[F \mid \Lambda]\left[\begin{array}{ll}
I_{n} & \\
& Q
\end{array}\right]
$$

( $Q$ unitary) such that $\left[Q^{H} F \mid Q^{H} \Lambda Q\right]$ has zeros below the pivot positions $\left(i, \pi_{i}\right)$, $i=1,2, \ldots, m$. The following algorithm will add, for each $i$, the point $z_{i}$ with corresponding weight $F_{i}$. Note also, that each iteration changes the underlying inner product.

AlGorithm 4.1. Transformation of the initial data matrix $D:=[F \mid \Lambda]=:\left[d_{i j}\right]$ into a matrix $\left[Q^{H} F \mid Q^{H} \Lambda Q\right]$ having zeros below the pivot elements.
for $i:=1$ to $m$ do
for $j:=1$ to $i-1$ do

* make element $d_{i, \pi_{j}}$ zero
by using a Givens rotation (or reflection) $J^{H}$
with the pivot element $\left(j, \pi_{j}\right)$ :

$$
\begin{gathered}
D \leftarrow J^{H} D \\
* D \leftarrow D\left[\begin{array}{ll}
I_{n} & \\
& \\
& \\
&
\end{array}\right] \text { (similarity transformation) }
\end{gathered}
$$

Algorithm 4.1 constructs

$$
\sum_{i=1}^{m}(i-1)=(m-1) m / 2
$$

Givens rotations. For a certain $i$ and $j$, the Givens rotation is applied to the left on 2 vectors of length $(i+n+1-j)$ and to the right on 2 vectors of length $\leq(j+n+1)$. The total number of Givens rotations applied to vectors is therefore bounded by

$$
\begin{aligned}
& \sum_{i=1}^{m} \sum_{j=1}^{i-1}[(i+n+1-j)+(j+n+1)] \\
& \quad=\frac{m(m+1)(3 m+1)}{6}+(2 n+2-1) \frac{m(m+1)}{2}-(2 n+2) m \\
& \quad=O\left(m^{3} / 2\right)
\end{aligned}
$$

Counting 4 multiplications for each application of a Givens rotation, this results in $O\left(2 m^{3}\right)$ multiplications. Note that also a Householder variant of Algorithm 4.1 could be designed.
5. Recurrence relations for the columns of the unitary transformation matrix $\mathbf{Q}$. In the previous section we transformed the initial data matrix $D:=[F \mid \Lambda]$ into

$$
Q^{H}[F \mid \Lambda]\left[\begin{array}{cc}
I_{n} & 0 \\
0 & Q
\end{array}\right]=:[E \mid G] .
$$

We can write

$$
\begin{align*}
F & =Q E  \tag{5.1}\\
\Lambda Q & =Q G \tag{5.2}
\end{align*}
$$

Knowing $E=:\left[e_{i, j}\right]$ and $G=:\left[g_{i, j}\right]$, we can reconstruct the columns $Q_{k}$ of $Q, k=$ $1,2,3, \ldots, m$ based on the pivot indices. There are the following two possibilities:
a) $1 \leq \pi_{k} \leq n$ : We know that $e_{i, \pi_{k}}=0, i>k$, because $E$ is zero below the pivot position $\left(k, \pi_{k}\right)$. Therefore, writing out equality (5.1) for the $\pi_{k}$-th column gives us ( $F_{j}^{\prime}$ denotes the $j$-th column of $F$ )

$$
F_{\pi_{k}}^{\prime}=\left[Q_{1} Q_{2} \ldots Q_{k}\right]\left[E_{\pi_{k}}^{\prime}\right]
$$

with

$$
E_{\pi_{k}}=\left[\begin{array}{c}
E_{\pi_{k}}^{\prime} \\
0
\end{array}\right]
$$

So, we can write $Q_{k}$ as

$$
\begin{equation*}
e_{k, \pi_{k}} Q_{k}=F_{\pi_{k}}^{\prime}-\sum_{i=1}^{k-1} e_{i, \pi_{k}} Q_{i} \tag{5.3}
\end{equation*}
$$

b) $\pi_{k}-n=: \pi_{k}^{\prime}>0$. We know that $g_{i, \pi_{k}^{\prime}}=0, i>k$. Writing out equality (5.2) for the $\pi_{k}^{\prime}$-th column gives us:

$$
\Lambda Q_{\pi_{k}^{\prime}}=\left[Q_{1} Q_{2} \ldots Q_{k}\right]\left[G_{\pi_{k}^{\prime}}^{\prime}\right]
$$

, with

$$
G_{\pi_{k}^{\prime}}=\left[\begin{array}{c}
G_{\pi_{k}^{\prime}}^{\prime} \\
0
\end{array}\right]
$$

So, we can write $Q_{k}$ based on the previous columns of $Q$ as

$$
\begin{equation*}
g_{k, \pi_{k}^{\prime}} Q_{k}=\Lambda Q_{\pi_{k}^{\prime}}-\sum_{i=1}^{k-1} g_{i, \pi_{k}^{\prime}} Q_{i} \tag{5.4}
\end{equation*}
$$

Note that $k>\pi_{k}^{\prime}$ because $1 \leq \tau_{k} \leq n, k>1$, with

$$
\begin{equation*}
\tau_{k}:=k-\pi_{k}^{\prime}=\#\left\{\pi_{j} \mid 1 \leq \pi_{j} \leq n, j<k\right\} \tag{5.5}
\end{equation*}
$$

As long as $e_{k, \pi_{k}}$ and $g_{k, \pi_{k}^{\prime}}$ are different from zero, we can use (5.3) and (5.4) as a recurrence relation to compute the columns $Q_{k}, k=1,2,3,4, \ldots$. In Section 7, we shall see that $e_{k, \pi_{k}}$ and $g_{k, \pi_{k}^{\prime}}$ will be nonzero in the regular case.
6. Recurrence relations for a sequence of orthonormal polynomial vectors. Similar to the recurrence relations (5.3) and (5.4) for the columns $Q_{k}$, we can construct a sequence of polynomial vectors $\left\{\phi_{k}\right\}_{k=1}^{m}, \phi_{k} \in \mathbb{C}[z]^{n \times 1}$ as follows:
a) $1 \leq \pi_{k} \leq n$ :

$$
\begin{equation*}
e_{k, \pi_{k}} \phi_{k}(z)=U_{\pi_{k}}-\sum_{i=1}^{k-1} e_{i, \pi_{k}} \phi_{i}(z) \tag{6.1}
\end{equation*}
$$

b) $\pi_{k}-n=: \pi_{k}^{\prime}>0$ :

$$
\begin{equation*}
g_{k, \pi_{k}^{\prime}} \phi_{k}(z)=z \phi_{\pi_{k}^{\prime}}(z)-\sum_{i=1}^{k-1} g_{i, \pi_{k}^{\prime}} \phi_{i}(z) \tag{6.2}
\end{equation*}
$$

Theorem 6.1 (RELATIONSHIP BETWEEN $Q_{k}$ AND $\phi_{k}(z)$ ). Let $F_{k}$ denote the rows of $F$ and $F_{k}^{\prime}$ the columns of $F$ :

$$
\left[F_{1}^{\prime}, F_{2}^{\prime}, \ldots, F_{n}^{\prime}\right]:=F=:\left[\begin{array}{c}
F_{1} \\
F_{2} \\
\vdots \\
F_{m}
\end{array}\right]
$$

Then

$$
Q_{k}=F^{\star} \phi_{k}^{\star}
$$

with

$$
F^{\star}:=\text { block diagonal }\left\{F_{1}, F_{2}, \ldots, F_{m}\right\}, \quad \text { and } \quad \phi_{k}^{\star}:=\left[\begin{array}{c}
\phi_{k}\left(z_{1}\right) \\
\vdots \\
\phi_{k}\left(z_{m}\right)
\end{array}\right]
$$

Proof. The result it true for $k=1$, because $\left(U_{1}=[1,0, \ldots, 0]^{T}\right)$

$$
\begin{gathered}
e_{1,1} Q_{1}=F_{1}^{\prime}=F^{\star}\left[\begin{array}{c}
U_{1} \\
U_{1} \\
\vdots \\
U_{1}
\end{array}\right], \\
e_{1,1} \phi_{1}(z)=U_{1}, \quad \text { hence } e_{1,1} \phi_{1}^{\star}=\left[\begin{array}{c}
U_{1} \\
U_{1} \\
\vdots \\
U_{1}
\end{array}\right] .
\end{gathered}
$$

Thus,

$$
Q_{1}=F^{\star} \phi_{1}^{\star}
$$

Suppose the theorem is true for $Q_{i}, i=1,2, \ldots, k-1$.
a) $1 \leq \pi_{k} \leq n$ : Take the recurrence relation (5.3) for $Q_{k}$ :

$$
e_{k, \pi_{k}} Q_{k}=F_{\pi_{k}}^{\prime}-\sum_{i=1}^{k-1} e_{i, \pi_{k}} Q_{i}
$$

We use the induction hypothesis,

$$
Q_{i}=F^{\star} \phi_{i}^{\star}, \quad i=1,2, \ldots, k-1
$$

to get

$$
\begin{aligned}
e_{k, \pi_{k}} Q_{k} & =F^{\star}\left[\begin{array}{c}
U_{\pi_{k}} \\
U_{\pi_{k}} \\
\vdots \\
U_{\pi_{k}}
\end{array}\right]-F^{\star} \sum_{i=1}^{k-1} e_{i, \pi_{k}} \phi_{i}^{\star} \\
& =F^{\star}\left(e_{k, \pi_{k}} \phi_{k}^{\star}\right) .
\end{aligned}
$$

b) $\pi_{k}-n>0$ : The proof is similar.
$\square$
Using the connection between the polynomial vectors $\phi_{k}(z)$ and the columns $Q_{k}$ of the unitary transformation matrix $Q$, we get

ThEOREM 6.2 (ORTHONORMALITY OF $\phi_{k}$ ). The polynomial vectors, defined by (6.1) and (6.2), satisfy

$$
\left\langle\phi_{k}, \phi_{l}\right\rangle=\delta_{k l}
$$

where the inner product is defined in (2.1).
Proof. This follows from the orthogonality of the columns $Q_{k}$ :

$$
\left\langle\phi_{k}, \phi_{l}\right\rangle=\sum_{i=1}^{m} \phi_{k}\left(z_{i}\right)^{H} F_{i}^{H} F_{i} \phi_{l}\left(z_{i}\right)=Q_{k}^{H} Q_{l}=\delta_{k l} .
$$

At this point, we have given an algorithm to compute the recurrence coefficients for a sequence of orthonormal polynomial vectors $\phi_{k}$. Now, we want to show that our choice of the pivot indices $\pi_{1}, \pi_{2}, \ldots$ indeed gives the desired degree structure $\left(\Delta^{(k)}, \nu_{k}\right)$ of the orthonormal polynomial vectors $\phi_{k}$.

Theorem 6.3. The orthonormal polynomial vectors $\phi_{k}$ computed by Algorithm 4.1 have the corresponding extended degree vectors $\bar{\Delta}^{(k)}=\left(\Delta^{(k)}, \nu_{k}\right)$; i.e.,

- $\partial \phi_{k} \leq \Delta^{(k)}$;
- the $\nu_{k}$-th component of $\phi_{k}$ is non-zero.

Proof. We proceed by induction on $k$. It is clear that the theorem is true for $k=1$. Suppose the theorem is true for $1,2, \ldots, k-1$. When the recurrence relation (6.1) is used, $\phi_{k}(z)$ has the extended degree vector $\bar{\Delta}^{(k)}$ because $\Delta^{(i)} \leq \Delta^{(k)}$ and the $\pi_{k}$-th component is equal to $-1, i=1,2, \ldots, k-1$.

When the recurrence relation (6.2) is used, we see from (5.5) that only the first $\tau_{k}$ components of $\Delta^{(i)}, i=1,2, \ldots, k$, are greater than -1 . Hence, $\Delta^{\left(\pi_{k}^{\prime}\right)}=\Delta^{(k)}-U_{\tau_{k}}^{1}$ and $\nu_{\pi_{k}^{\prime}}=\nu_{k}$. The degree vectors $\Delta^{(i)}, i=1,2, \ldots, k-1$, are smaller than or equal to $\Delta^{(k)}-U_{\nu_{k}}$. Therefore, using recurrence relation (6.2) gives an orthonormal polynomial vector having the desired degree structure.

Note that if we want to use the orthonormal polynomial vectors $\phi_{k}$ to solve the discrete least squares approximation problem of Definition 2.2, we only have to compute $\phi_{|\Delta|}$ using the recurrence relations (6.1) and (6.2). Therefore, Algorithm 4.1 can be adapted to compute only those entries of $E$ and $G$ needed in the recurrence relations. The computational work will then be proportional to $m|\Delta|^{2}$ instead of $m^{3}$.
7. Singular case. Until now, we assumed all the entries $e_{k, \pi_{k}}$ and $g_{k, \pi_{k}^{\prime}}, k=$ $1,2, \ldots m$ to be different from zero. In this case, all orthonormal polynomial vectors $\phi_{k}(z)$ can be computed by using the recurrence relations (6.1) and (6.2). For each $k$, $1 \leq k \leq m$, the inner product is a true inner product (positive definite). Hence, the subspace $\mathcal{P}_{\Delta^{(k)}} \subset \mathcal{P}$; i.e., we are in the regular case. Indeed, each polynomial vector $P \in \mathcal{P}_{\Delta^{(k)}}$ can be written as a linear combination of the orthonormal polynomial vectors:

$$
P=\sum_{i=1}^{k} a_{i} \phi_{i}
$$

Hence, $\|P\|^{2}=\sum_{i=1}^{k}\left|a_{i}\right|^{2}$. This can only be zero when $P \equiv 0$.
Suppose now that some of the entries $e_{k, \pi_{k}}$ or $g_{k, \pi_{k}^{\prime}}, k=1,2, \ldots m$ are zero. Suppose that the first entry equal to zero is

1. $e_{k, \pi_{k}}$ : In this case, we cannot use recurrence relation (6.1) to compute $\phi_{k}(z)$. However, we can compute a polynomial vector $\phi_{k}^{\prime}$ as follows:

$$
\phi_{k}^{\prime}(z)=U_{\pi_{k}}-\sum_{i=1}^{k-1} e_{i, \pi_{k}} \phi_{i}(z)
$$

From (5.3), we know that

$$
\begin{aligned}
0=e_{k, \pi_{k}} Q_{k} & =F_{\pi_{k}}^{\prime}-\sum_{i=1}^{k-1} e_{i, \pi_{k}} Q_{i} \\
& =F_{\pi_{k}}^{\prime}-\sum_{i=1}^{k-1} e_{i, \pi_{k}} F^{\star} \phi_{i}^{\star} \\
& =F^{\star}\left[\begin{array}{c}
U_{\pi_{k}} \\
U_{\pi_{k}} \\
\vdots \\
U_{\pi_{k}}
\end{array}\right]-\sum_{i=1}^{k-1} e_{i, \pi_{k}} F^{\star} \phi_{i}^{\star} \\
& =F^{\star} \phi_{k}^{\prime \star} .
\end{aligned}
$$

Hence, $F_{j} \phi_{k}^{\prime}\left(z_{j}\right)=0, j=1,2, \ldots, m$.
2. $g_{k, \pi_{k}^{\prime}}$ : As in 1., we can prove that

$$
\phi_{k}^{\prime}(z)=z \phi_{\pi}(z)-\sum_{i=1}^{k-1} g_{i, \pi_{k}^{\prime}} \phi_{i}(z)
$$

satisfies

$$
F_{j} \phi_{k}^{\prime}\left(z_{j}\right)=0, \quad j=1,2, \ldots, m
$$

In the regular case, the least squares approximation error $\|P\|=\left|a_{|\Delta|}\right|$ is different from zero. In the singular case, this error is zero and $\phi_{k}^{\prime}$ is an interpolating polynomial vector for the given data.
8. Related orthonormal polynomial vectors and matrices. We can consider orthonormal polynomial vectors with respect to the generalized inner product

$$
\langle P, Q\rangle:=\sum_{k^{\prime}=1}^{m^{\prime}} P\left(z_{k^{\prime}}\right)^{H}\left[\begin{array}{c}
F_{k^{\prime}}^{(1)} \\
\vdots \\
F_{k^{\prime}}^{(l)}
\end{array}\right]^{H}\left[\begin{array}{c}
F_{k^{\prime}}^{(1)} \\
\vdots \\
F_{k^{\prime}}^{(l)}
\end{array}\right] Q\left(z_{k^{\prime}}\right),
$$

with

$$
P, Q \in \mathbb{C}[z]^{n \times 1}
$$

and with

$$
F_{k^{\prime}}^{(j)} \in \mathbb{C}^{1 \times n}, \quad k^{\prime}=1,2, \ldots, m^{\prime}, \quad j=1,2, \ldots, l .
$$

This inner product can be written as

$$
\langle P, Q\rangle=\sum_{k^{\prime}=1}^{m^{\prime}} \sum_{j=1}^{l} P\left(z_{k^{\prime}}\right)^{H} F_{k^{\prime}}^{(l)^{H}} F_{k^{\prime}}^{(l)} Q\left(z_{k^{\prime}}\right)
$$

which can always be rewritten as

$$
\langle P, Q\rangle=\sum_{k=1}^{m} P\left(z_{k}\right)^{H} F_{k}^{H} F_{k} Q\left(z_{k}\right)
$$

reducing the problem of constructing a corresponding sequence of orthonormal polynomial vectors to the original problem.

To get orthonormal polynomial matrices, we consider the following inner product:

$$
\begin{equation*}
\langle P, Q\rangle:=\sum_{k=1}^{m} P\left(z_{k}\right)^{H} F_{k}^{H} F_{k} Q\left(z_{k}\right) \in \mathbb{C}^{l \times l} \tag{8.1}
\end{equation*}
$$

with $P, Q \in \mathbb{C}[z]^{n \times l}$. Taking the parameters $\Delta^{\star}$, we can easily represent all polynomial matrices having a degree at most

$$
\left[\delta_{1} U+\Delta^{\star}-U_{j_{1}}^{0}, \ldots, \delta_{l} U+\Delta^{\star}-U_{j_{l}}^{0}\right]
$$

using the orthonormal polynomial vectors $\phi_{k}(z)$ where $U_{j}^{0}:=[0,0, \ldots, 0,1, \ldots, 1]^{T}(j$ zeros). By grouping together $l$ of these orthonormal polynomial vectors, we get (a kind of) orthonormal polynomial matrices with respect to (8.1).

We get the "classical" orthonormal polynomial matrices by setting $l=n$,

$$
\Delta^{\star}:=\left[\delta_{1}^{\star}, \delta_{2}^{\star}, \ldots, \delta_{n}^{\star}\right]^{T}=0
$$

and by taking members of $\left\{\phi_{k}\right\}_{k=1}^{\infty}$ in groups of $n$ columns to form a sequence of orthonormal polynomial $(n \times n)$-matrices. For more details, see for example [6, 9, 10, $7]$.
9. Recurrence relations if all points $z_{i}$ are real. If $z_{i} \in \mathbb{R}, i=1,2, \ldots, m$, then $G:=Q^{H} \Lambda Q$ is Hermitian because

$$
G^{H}=\left(Q^{H} \Lambda Q\right)^{H}=Q^{H} \Lambda Q=G
$$

Because $g_{k, j}=0$ for $j<\pi_{k}$, we also have $g_{j, k}=0$ for $j<\pi_{k}$. The recurrence relation (6.1) to compute a sequence of orthonormal polynomial vectors will not change in this case, but recurrence relation (6.2) will have a smaller number of terms in the right-hand side:

$$
\begin{equation*}
g_{k, \pi_{k}^{\prime}} \phi_{k}(z)=z \phi_{\pi_{k}^{\prime}(z)}-\sum_{i=\lambda_{k}}^{k-1} g_{i, \pi_{k}^{\prime}} \phi_{i}(z) . \tag{9.1}
\end{equation*}
$$

with

$$
\lambda_{k}:=\pi_{\pi_{k}^{\prime}}^{\prime}:=\pi_{\pi_{k}^{\prime}}-n=k-\tau_{k}-\tau_{\pi_{k}^{\prime}}
$$

The number $\eta_{k}$ of polynomial vectors $\phi_{i}$ in the right-hand side of (9.1) is equal to

$$
\begin{aligned}
\eta_{k} & =(k-1)-\lambda_{k}+1=k-\lambda_{k} \\
& =\left(k-\pi_{k}^{\prime}\right)+\left(\pi_{k}^{\prime}-\pi_{\pi_{k}^{\prime}}^{\prime}\right) \\
& =\tau_{k}+\tau_{\pi_{k}^{\prime}} \leq 2 \tau_{k} \leq 2 n .
\end{aligned}
$$

Hence, to compute $\phi_{k}$ we need not more than the previous $2 n$ orthonormal polynomial vectors $\phi_{i}$ while in the general case we have to use all the previous $\phi_{i}$. Let us look at some special cases of this result.

1. When $n=1$ (the scalar case), the recurrence relation (9.1) is just the classical 3-term recurrence relation for scalar orthonormal polynomials:

$$
g_{k, k-1} \phi_{k}(z)=\left(z-g_{k-1, k-1}\right) \phi_{k-1}(z)-g_{k-2, k-1} \phi_{k-2}(z), \quad k>1
$$

with

$$
e_{1,1} \phi_{1}(z)=U_{1} \quad \text { and } \quad \phi_{0}(z) \equiv 0
$$

2. When $\pi_{i}=i, i=1,2, \ldots, n$, we use recurrence relation (6.1) to compute $\phi_{1}, \phi_{2}, \ldots, \phi_{n}$. For $k>n$, recurrence relation (9.1) gives us

$$
g_{k, k-n} \phi_{k}(z)=z \phi_{k-n}(z)-\sum_{i=k-2 n}^{k-1} g_{i, k-n} \phi_{i}(z)
$$

with $\phi_{i} \equiv 0, i<1$.
The computational work of Algorithm 4.1 reduces by an order of magnitude in case all $z_{i}$ are real. Each Givens rotation (or reflection) involves vectors of length at most $2(n+1)$ instead of vectors of length $i+n+1-j$. Applying the Givens rotation to the left requires at most $8(n+1)$ multiplications. Applying the Givens rotation to the right requires only 8 multiplications because of symmetry considerations. Therefore, the total number of multiplications is bounded by

$$
\begin{aligned}
\sum_{i=1}^{m} \sum_{j=1}^{i-1}[8(n+1)+8] & =4(n+2) m(m-1) \\
& =O\left(4(n+2) m^{2}\right)
\end{aligned}
$$

which is an order of magnitude $m$ smaller compared to the general case. If we are only interested in $\phi_{|\Delta|}$, the computational work is proportional to $m|\Delta|$.

We can transform the recurrence relation for the polynomial vectors $\phi_{k}$ into a block 3 -term recurrence relation. Due to the notational complexity, we only give an example indicating this equivalence.

Example 9.1. Suppose the transformed data matrix has the following structure:

$$
\begin{aligned}
& {\left[\begin{array}{ll}
E & G
\end{array}\right]=\left[\begin{array}{ccc|ccccccc}
\circledast & \times & \times & \times & \times & 0 & 0 & 0 & 0 & 0 \\
0 & \times & \times & \circledast & \times & \times & \times & 0 & 0 & 0 \\
0 & \circledast & \times & 0 & \times & \times & \times & \times & 0 & 0 \\
0 & 0 & \times & 0 & \circledast & \times & \times & \times & \times & \times \\
0 & 0 & \times & 0 & 0 & \circledast & \times & \times & \times & \times \\
0 & 0 & \circledast & 0 & 0 & 0 & \times & \times & \times & \times \\
0 & 0 & 0 & 0 & 0 & 0 & \circledast & \times & \times & \times
\end{array}\right]}
\end{aligned}
$$

The pivot elements $\left(k, \pi_{k}\right), k=1,2, \ldots, 7$ are indicated by $\circledast$. If we define

$$
\begin{aligned}
\Phi_{-1}(z) & :=\begin{array}{lll}
0_{3}, & \Phi_{0}(z):=I_{3}=\left[\begin{array}{lll}
U_{1} & U_{2} & U_{3}
\end{array}\right] \\
\Phi_{1}(z) & :=\left[\begin{array}{lll}
\phi_{1}(z) & U_{2}-e_{1,2} \phi_{1}(z) & U_{3}-e_{1,3} \phi_{1}(z)
\end{array}\right] \\
\Phi_{2}(z) & :=\left[\begin{array}{lll}
\phi_{2}(z) & U_{2}-\sum_{i=1}^{2} e_{i, 2} \phi_{i}(z) & U_{3}-\sum_{i=1}^{2} e_{i, 3} \phi_{i}(z)
\end{array}\right] \\
\Phi_{3}(z) & :=\left[\begin{array}{lll}
\phi_{2}(z) & \phi_{3}(z) & U_{3}-\sum_{i=1}^{3} e_{i, 3} \phi_{i}(z)
\end{array}\right] \\
\Phi_{4}(z) & :=\left[\begin{array}{lll}
\phi_{4}(z) & \phi_{5}(z) & U_{3}-\sum_{i=1}^{5} e_{i, 3} \phi_{i}(z)
\end{array}\right] \\
\Phi_{5}(z) & :=\left[\begin{array}{lll}
\phi_{4}(z) & \phi_{5}(z) & \phi_{6}(z)
\end{array}\right] \quad \Phi_{6}(z):=\left[\begin{array}{ll}
\phi_{7}(z)
\end{array}\right]
\end{array},
\end{aligned}
$$

they satisfy the block 3-term recurrence relation

$$
\Phi_{k}(z)=\Phi_{k-1}(z) \beta_{k-1}+\Phi_{k-2}(z) \alpha_{k-1}, \quad k=1,2, \ldots, 6
$$

with

$$
\begin{aligned}
& \beta_{0}:=\left[\begin{array}{ccc}
\frac{1}{e_{1,1}} & -\frac{e_{1,2}}{e_{1,1}} & -\frac{e_{1,3}}{e_{1,1}} \\
0 & 1 & 0 \\
0 & 1
\end{array}\right], \quad \alpha_{0}:=0_{3}, \\
& \beta_{1}:=\left[\begin{array}{ccc}
\frac{\left(z-g_{1,1}\right)}{g_{2,1}} & -\frac{\left(z-g_{1,1)}\right.}{g_{2,1} e_{2,2}} & -\frac{\left(z-g_{1,1}\right)}{g_{2,1} e_{2,3}} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right], \alpha_{1}:=0_{3}, \\
& \beta_{2}:=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \frac{1}{e_{3,2}} & -\frac{e_{3,3}}{e_{3,2}} \\
0 & 0 & 1
\end{array}\right], \alpha_{2}:=0_{3}, \\
& \beta_{3}
\end{aligned}:=\left[\begin{array}{cc}
\left(z-A_{0}\right) B_{0}^{-1} & -\left(z-A_{0}\right) B_{0}^{-1} D_{0} \\
0_{0} \times 2 & 1
\end{array}\right],
$$

This can be rewritten as

$$
\left[\Phi_{k} \Phi_{k+1}\right]=\left[\Phi_{k-1} \Phi_{k}\right] V_{k}, \quad k=0,1,2, \ldots, 6
$$

with

$$
V_{k}:=\left[\begin{array}{cc}
0 & \alpha_{k} \\
I_{n} & \beta_{k}
\end{array}\right]
$$

Note that

$$
V_{k} \in \mathbb{R}[z]^{2 n \times 2 n}, \quad k=0,1,2, \ldots, 5
$$

and

$$
V_{6} \in \mathbb{R}[z]^{2 n \times(n+1)}
$$

The partitioning of these $V_{k}$-matrices, suggests that one can construct matrix continued fraction formulas for rational forms built up by components of the polynomial vectors $\phi_{k}$.
10. Recurrence relations if all points $z_{i}$ are on the unit circle. If $\left|z_{i}\right|=1$, $i=1,2, \ldots, m$, then $G:=Q^{H} \Lambda Q$ is a unitary block Hessenberg matrix. This will not influence recurrence relation (6.1). However, recurrence relation (6.2) can be rewritten using a decomposition of the matrix $G$.

Theorem 10.1 (Generalized block Schur parameter decomposition). The unitary block Hessenberg matrix $G:=Q^{H} \Lambda Q$ can be decomposed as

$$
G=G_{1} G_{2} G_{3} \ldots G_{m-\tau_{m}}
$$

with $G_{i}$ having the form

$$
G_{i}:=\left[\begin{array}{ccc}
I_{k-1} & & \\
& G_{i}^{\prime} & \\
& & I_{m-k-1-\lambda_{i}}
\end{array}\right]
$$

where $G_{i}^{\prime}$ a unitary $\left(\lambda_{i} \times \lambda_{i}\right)$-matrix (block Schur parameters) and where $\lambda_{i}:=\tau_{k}+1$ with $k$ satisfying $\pi_{k}^{\prime}=i$. In the sequel we will also need the following partitioning of $G_{i}^{\prime}$ :

$$
G_{j}^{\prime}=:\left[\begin{array}{ll}
\gamma_{j} & \Sigma_{j}  \tag{10.1}\\
\sigma_{j} & \Gamma_{j}
\end{array}\right]
$$

with $\sigma_{j}$ a scalar. The entries $\gamma_{j}, \sigma_{j}, \Sigma_{j}, \Gamma_{j}$ are called the block Schur parameters. The entry $\sigma_{\pi_{k}^{\prime}}$ can be read off in the original matrix $G, \sigma_{\pi_{k}^{\prime}}=g_{k, \pi_{k}^{\prime}}$. Note that

$$
2 \leq \lambda_{i} \leq \lambda_{j} \leq n, \quad i<j
$$

Proof. We proceed by induction on $i$. The unitary block Hessenberg matrix $G$ can be written as

$$
G=G_{1} G^{\prime}
$$

Because the first column of $G_{1}$ is equal to the first column of $G$ and because $G$ is unitary, we get that the unitary matrix $G^{\prime}$ has the form

$$
G^{\prime}=G_{1}^{H} G=\left[\begin{array}{c|c}
1 & 0 \ldots 0 \\
\hline 0 & \\
\vdots & G^{\prime \prime} \\
0 &
\end{array}\right]
$$

Note that $\sigma_{\pi_{k}^{\prime}}=g_{k, \pi_{k}^{\prime}}$ with $k$ such that $\pi_{k}^{\prime}=1 . G^{\prime \prime}$ is also unitary and has the same block structure as $G$, except for the first row and column. Therefore, the same reasoning can be applied again. Note that $g_{k, \pi_{k}^{\prime}}^{\prime \prime}=g_{k, \pi_{k}^{\prime}}, \pi_{k}^{\prime}>1$. $\square$

Instead of computing the unitary block Hessenberg matrix $G$ using Algorithm 4.1, we construct the blocks $G_{i}^{\prime}$, defined by (10.1), of the block Schur parametrization of $G$. This reduces the order of computations by a factor $m$.

Suppose we know the decomposition for $m$ points $z_{i}$. Adding one point $z_{m+1}$ with $\left|z_{m+1}\right|=1$, and corresponding weight vector $F_{m+1}$, gives us the following initial data structure:

$$
[\bar{E} \mid \bar{G}]:=\left[\begin{array}{c|cc}
F_{m+1} & z_{m+1} & 0 \\
E & 0 & G
\end{array}\right] \quad \text { with } G=G_{1} G_{2} \ldots G_{m-\tau_{m}}
$$

Using unitary similarity transformations, this initial structure is transformed into

$$
Q^{\prime H}\left[\begin{array}{c|cc}
F_{m+1} & z_{m+1} & 0 \\
E & 0 & G
\end{array}\right]\left[\begin{array}{cc}
I_{n} & 0 \\
0 & Q^{\prime}
\end{array}\right]=\left[E^{\prime} \mid G^{\prime}\right]
$$

having zeros below the pivot elements.

AlGorithm 10.1. Transformation of the initial data matrix $\bar{D}:=[\bar{E} \mid \bar{G}]$ into a matrix having zeros below the pivot elements.
for $i:=1$ to $m$ do

* make element $\bar{d}_{i+1, \pi_{i}}$ zero by using a Givens rotation (or reflection) $J^{H}$ with the pivot element $\left(i, \pi_{i}\right)$ :

$$
\begin{align*}
& \bar{E} \leftarrow J^{H} \bar{E}  \tag{10.2}\\
& \bar{G} \leftarrow J^{H} \bar{G} \tag{10.3}
\end{align*}
$$

* $\bar{G} \leftarrow \bar{G} J$ (similarity transformation).

Note that (10.2) can be skipped if $\tau_{i}=n$. If $\tau_{i}<n$ only $n-\tau_{i}$ nonzero columns of $\bar{E}$ are involved.

Instead of working with the unitary block Hessenberg matrix $\bar{G}$, we work with its decomposition

$$
\begin{aligned}
\bar{G} & =\left[\begin{array}{ll}
z_{m+1} & \\
& I_{m}
\end{array}\right]\left[\begin{array}{ll}
1 & \\
& G_{1}
\end{array}\right] \cdots\left[\begin{array}{ll}
1 & \\
& G_{m-\tau_{m}}
\end{array}\right] \\
& =\bar{G}_{0} \bar{G}_{1} \bar{G}_{2} \ldots \bar{G}_{m-\tau_{m}}
\end{aligned}
$$

which we transform into a decomposition for $G^{\prime}$ :

$$
G^{\prime}=G_{1}^{\prime} G_{2}^{\prime} \ldots G_{m+1-\tau_{m-1}}^{\prime}
$$

Algorithm 10.1 changes as follows:
Algorithm 10.2. Initialization

$$
\begin{aligned}
H_{0} & \leftarrow \bar{G}_{0} \\
\pi & \leftarrow 0
\end{aligned}
$$

for $i:=1$ to $m$ do
$\left\{\right.$ The last pivot element used with $\pi_{i}>n$ was in column $\pi$ of $\left.\bar{G}\right\}$
$\left\{\bar{G}=G_{1}^{\prime} G_{2}^{\prime} \ldots G_{\pi}^{\prime} H_{i-1} \bar{G}_{i} \bar{G}_{i+1} \ldots \bar{G}_{m-\tau_{m}} \bar{G}_{m-\tau_{m}+1} \ldots \bar{G}_{m}\right.$ with
$\left.\bar{G}_{m-\tau_{m}+j}=I_{m+1}, \quad j=1,2, \ldots, \tau_{m}\right\}$
if $1 \leq \pi_{i} \leq n$ then

* make element $\bar{e}_{i+1, \pi_{i}}$ zero by using a Givens rotation (or reflection) $J^{H}$ with the pivot element $\bar{e}_{i, \pi_{i}}$ :

$$
\begin{aligned}
\bar{E} & \leftarrow J^{H} \bar{E} \\
H_{i} & \leftarrow J^{H} H_{i-1} \bar{G}_{i} J
\end{aligned}
$$

else $\left(\pi_{i}>n\right)$

* make element $\left(i+1, \pi_{i}\right)$ of $H_{i-1}$ zero by using a Givens rotation
(or reflection) $J^{H}$ with the pivot element $\left(i, \pi_{i}\right)$ of $H_{i-1}$ :

$$
\begin{aligned}
\bar{E} & \leftarrow J^{H} \bar{E} \\
G_{\pi+1}^{\prime} H_{i} & \leftarrow J^{H} H_{i-1} \bar{G}_{i} J, \quad \pi \leftarrow \pi+1
\end{aligned}
$$

\{i.e. $G_{\pi+1}^{\prime}$ is the first block Schur parameter of $J^{H} H_{i-1} \bar{G}_{i} J$, while $H_{i}$ is the tail of the generalized block Schur decomposition\}
$G_{m+1-\tau_{m+1}}^{\prime} \leftarrow H_{m}$.

Note that in the else-part, the elements $\left(i+1, \pi_{i}\right)$ and $\left(i, \pi_{i}\right)$ of $H_{i-1}$ are also the elements at the same position in $\bar{G}$.

For notational simplicity, we have written down the algorithm using $(m+1) \times$ $(m+1)$ matrices. However, when looking at the computational complexity, we have only to take into consideration the nontrivial operations. Besides constructing the $m$ Givens rotations, we have the step $\bar{E} \leftarrow J^{H} \bar{E}$ involving at most $4 n$ multiplications. The nontrivial part of $J^{H} H_{i-1} \bar{G}_{i} J$ is a unitary matrix of size at most $(2 n+2) \times$ $(2 n+2)$. Therefore, adding one new data point $\left(z_{m+1}, F_{m+1}\right)$ requires a number of multiplications proportional to $m$ and not to $m^{2}$ as in the general case. Therefore, constructing $[E \mid G]$ for $m$ data points needs a number of multiplications proportional to $m^{2}$. Hence, the amount of computational work, as in the real case, is reduced by an order of magnitude $m$. Note that if we are only interested in $\phi_{|\Delta|}$, the computational work is proportional to $m|\Delta|$.

Once we have computed $E$ and $G_{1}, G_{2}, \ldots, G_{m-\tau_{m}}$, we have the following recurrence relations for the columns $Q_{k}$ of $Q, k=1,2,3, \ldots, m$ :
a) $1 \leq \pi_{k} \leq n$ :

$$
\begin{equation*}
e_{k, \pi_{k}} Q_{k}=F_{\pi_{k}}^{\prime}-\sum_{i=1}^{k-1} e_{i, \pi_{k}} Q_{i} \quad(\operatorname{see}(5.3)) \tag{10.4}
\end{equation*}
$$

b) $\pi_{k}-n=: \pi_{k}^{\prime}>0$ : We know that $\Lambda Q=Q G_{1} G_{2} \ldots G_{m-r_{m}}$.

For $k=1,2, \ldots, m$, we define $Q_{1}^{(k)}, Q_{2}^{(k)}, \ldots, Q_{k}^{(k)}$ as

$$
\left[Q_{1}^{(k)} Q_{2}^{(k)} \ldots Q_{k}^{(k)} Q_{k+1}^{(k)} Q_{k+2}^{(k)} \ldots Q_{m}^{(k)}\right]:=Q G_{1} G_{2} \ldots G_{\pi_{j}^{\prime}}
$$

with

$$
\pi_{j}^{\prime}:=\max \left\{\pi_{i}^{\prime} \mid i \leq k\right\}
$$

Note that if $\pi_{k}^{\prime}>0$, we have

$$
\left[Q_{1}^{(k-1)} Q_{2}^{(k-1)} \ldots Q_{m}^{(k-1)}\right]=\left[Q_{1}^{(j)} Q_{2}^{(j)} \ldots Q_{j}^{(j)} Q_{j+1} \ldots Q_{k} Q_{k+1} \ldots Q_{m}\right]
$$

Multiplying the previous columns by $G_{\pi_{k}^{\prime}}$, we get

$$
\begin{align*}
Q G_{1} G_{2} \ldots G_{\pi_{k}^{\prime}-1} G_{\pi_{k}^{\prime}} & =\left[Q_{1}^{(k-1)} \ldots Q_{k-1}^{(k-1)} Q_{k} \ldots Q_{m}\right] G_{\pi_{k}^{\prime}}  \tag{10.5}\\
& =\left[Q_{1}^{(k)} \ldots Q_{k-1}^{(k)} Q_{k}^{(k)} Q_{k+1} \ldots Q_{m}\right]
\end{align*}
$$

If we partition the nontrivial $\left(\tau_{j}+1\right) \times\left(\tau_{j}+1\right)$ part $G_{j}^{\prime}$ of $G_{j}$ (see (10.1)) using the block Schur parameters as

$$
G_{j}^{\prime}=:\left[\begin{array}{cc}
\gamma_{j} & \Sigma_{j} \\
\sigma_{j} & \Gamma_{j}
\end{array}\right]
$$

with $\sigma_{j}$ a $1 \times 1$ block, we can rewrite (10.5) as

$$
\left[Q_{\pi_{k}^{\prime}}^{(k-1)} Q_{\pi_{k}^{\prime}+1}^{(k-1)} \ldots Q_{k-1}^{(k-1)} Q_{k}\right]\left[\begin{array}{cc}
\gamma_{\pi_{k}^{\prime}} & \Sigma_{\pi_{k}^{\prime}}  \tag{10.6}\\
\sigma_{\pi_{k}^{\prime}} & \Gamma_{\pi_{k}^{\prime}}
\end{array}\right]=\left[Q_{\pi_{k}^{\prime}}^{(k)} Q_{\pi_{k}^{\prime}+1}^{(k)} \ldots Q_{k-1}^{(k)} Q_{k}^{(k)}\right]
$$

Recalling from Theorem 10.1 that $\sigma_{\pi_{k}^{\prime}}=g_{k, \pi_{k}^{\prime}}$. Because the $\pi_{k}^{\prime}$-th column of

$$
\Lambda Q=Q G_{1} G_{2} \ldots G_{m-\tau_{m}}
$$

is equal to the $\pi_{k}^{\prime}$-th column of $Q G_{1} G_{2} \ldots G_{\pi_{k}^{\prime}}$, we get the following recurrence relation for $Q_{k}$ by taking the first column of the left hand side of (10.6):

$$
\begin{equation*}
\sigma_{\pi_{k}^{\prime}} Q_{k}=\Lambda Q_{\pi_{k}^{\prime}}-\left[Q_{\pi_{k}^{\prime}}^{(k-1)} Q_{\pi_{k}^{\prime}+1}^{(k-1)} \ldots Q_{k-1}^{(k-1)}\right] \gamma_{\pi_{k}^{\prime}} \tag{10.7}
\end{equation*}
$$

In the next steps, we do not need $Q_{\pi_{k}^{\prime}}^{(k)}$ anymore. Therefore, by taking the last columns of left and right hand side of (10.6), we get the following recurrence relation for the auxiliary columns $Q_{j}^{(k)}, j=\pi_{k}^{\prime}+1, \ldots, k$ :

$$
\left[Q_{\pi_{k}^{\prime}+1}^{(k)} \ldots Q_{k}^{(k)}\right]=\left[Q_{\pi_{k}^{\prime}}^{(k-1)} \ldots Q_{k-1}^{(k-1)} Q_{k}\right]\left[\begin{array}{c}
\Sigma_{\pi_{k}^{\prime}}  \tag{10.8}\\
\Gamma_{\pi_{k}^{\prime}}
\end{array}\right]
$$

The recurrence relations (10.4), (10.7) and (10.8) can be rewritten as recurrence relations with a limited number of terms. We proceed to rewrite this in terms of the orthonormal polynomial vectors $\phi_{i}$. For each $k=1,2, \ldots, m$, we start with

$$
[\phi_{k-n} \phi_{k-n+1} \ldots \phi_{k-1}|\underbrace{\phi_{k-\tau_{k}}^{(k-1)} \ldots \phi_{k-1}^{(k-1)}}_{\tau_{k}}| S_{\tau_{k}+1}^{(k-1)} \ldots S_{n}^{(k-1)}]
$$

where

$$
S_{j}^{(k-1)}:=U_{j}-\sum_{i=1}^{k-1} e_{i, j} \phi_{i}, \quad j=\tau_{k}+1, \tau_{k}+2, \ldots, n
$$

If $1 \leq \pi_{k} \leq n$, we can use recurrence relation (10.4) to get

$$
\begin{gathered}
{\left[\phi_{k-n+1} \ldots \phi_{k-1}\left|\phi_{k}\right| \phi_{k-\tau_{k}}^{(k)} \ldots \phi_{k-1}^{(k)}\left|\phi_{k}^{(k)}\right| S_{\tau_{k}+2}^{(k)} \ldots S_{n}^{(k)}\right]} \\
\leftarrow \quad\left[\phi_{k-n+1} \ldots \phi_{k-1}\left|\phi_{k-\tau_{k}}^{(k-1)} \ldots \phi_{k-1}^{(k-1)}\right| S_{\tau_{k}+1}^{(k-1)} \mid S_{\tau_{k}+2}^{(k-1)} \ldots S_{n}^{(k-1)}\right] T_{k}
\end{gathered}
$$

with
$T_{k}:=\left[\begin{array}{c|c|c|c|c}D_{n} & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & I_{\tau_{k}} & 0 & 0 \\ \hline 0 & \frac{1}{e_{k, \pi_{k}}} & 0 & \frac{1}{e_{k, \pi_{k}}} & -\frac{1}{e_{k, \pi_{k}}}\left[e_{k, \pi_{k}+1} \ldots e_{k, n}\right] \\ \hline 0 & 0 & 0 & 0 & I_{n-\tau_{k}-1}\end{array}\right]$,
where

$$
D_{n}:=\left[\begin{array}{cccc}
0 & 0 & \ldots & 0 \\
1 & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & 1
\end{array}\right] \in \mathbb{C}^{n \times(n-1)}
$$

If $\pi_{k}-n=: \pi_{k}^{\prime}>0$, we can use recurrence relations (10.7) and (10.8) to get

$$
\begin{aligned}
& {\left[\phi_{k-n+1} \ldots \phi_{k-1}\left|\phi_{k}\right| \phi_{k-\tau_{k}+1}^{(k)} \phi_{k-\tau_{k}+2}^{(k)} \ldots \phi_{k}^{(k)} \mid S_{\tau_{k}+1}^{(k)} \ldots S_{n}^{(k)}\right] } \\
\leftarrow & {\left[\phi_{k-n} \ldots\left|\phi_{\pi_{k}^{\prime}}\right| \ldots \phi_{k-1}\left|\phi_{k-\tau_{k}}^{(k-1)} \ldots \phi_{k-1}^{(k-1)}\right| S_{\tau_{k}+1}^{(k-1)} \ldots S_{n}^{(k)}\right] T_{k}, }
\end{aligned}
$$

with


Note that

$$
\Sigma_{\pi_{k}^{\prime}}-\gamma_{\pi_{k}^{\prime}} \sigma_{\pi_{k}^{\prime}}^{-1} \Gamma_{\pi_{k}^{\prime}}=\Sigma_{\pi_{k}^{\prime}}^{-H}
$$

and

$$
\sigma_{\pi_{k}^{\prime}}^{-1} \Gamma_{\pi_{k}^{\prime}}=-\gamma_{\pi_{k}^{\prime}}^{H} \Sigma_{\pi_{k}^{\prime}}^{-H}
$$

Hence, looking at the second and third block column of $T_{k}$, we see a type of Szegő recurrence relations.

These recurrence relations can be combined to get generalized block Szegő recurrence relations. To avoid notational complexity, we only give a diagram of this result.

Example 10.1. Suppose the transformed data matrix has the following structure:

$$
[E \mid G]=\left[\begin{array}{ccc|cccccccc}
* & \times & \times & \times & \times & \times & \times & \times & \times & \times & \times \\
& \times & \times & * & \times & \times & \times & \times & \times & \times & \times \\
& * & \times & & \times & \times & \times & \times & \times & \times & \times \\
& & \times & & \circledast & \times & \times & \times & \times & \times & \times \\
& & * & & & \times & \times & \times & \times & \times & \times \\
& & & & * & \times & \times & \times & \times & \times \\
& & & & * & \times & \times & \times & \times \\
& & & & & & \circledast & \times & \times & \times
\end{array}\right]
$$

Define

$$
\left.\begin{array}{ll}
\Phi_{0}:=I_{3}, & \Phi_{0}^{\prime}:=0_{3}, \\
\Phi_{1}:=\left[\begin{array}{lll}
\phi_{1} & S_{2}^{(1)} & S_{3}^{(1)}
\end{array}\right], & \Phi_{1}^{\prime}:=\left[\begin{array}{lll}
\phi_{1}^{(1)} & 0 & 0
\end{array}\right], \\
\Phi_{2}:=\left[\begin{array}{lll}
\phi_{2} & S_{2}^{(2)} & S_{3}^{(2)}
\end{array}\right], & \Phi_{2}^{\prime}:=\left[\begin{array}{lll}
\phi_{2}^{(2)} & 0 & 0
\end{array}\right] \\
\Phi_{3}:=\left[\begin{array}{lll}
\phi_{2} & \phi_{3} & S_{3}^{(3)}
\end{array}\right], & \Phi_{3}^{\prime}:=\left[\begin{array}{ll}
\phi_{2}^{(3)} & \phi_{3}^{(3)}
\end{array}\right]
\end{array}\right],\left[\begin{array}{ll}
\phi_{3}^{(5)} & \phi_{4}^{(5)}
\end{array} \phi_{5}^{(5)}\right], ~\left[\begin{array}{lll}
\phi_{3} & \phi_{4} & \phi_{5}
\end{array}\right], \quad \Phi_{4}^{\prime}:=\left[\begin{array}{lll}
\phi_{6}^{(8)} & \phi_{7}^{(8)} & \phi_{8}^{(8)}
\end{array}\right] .
$$

The polynomial matrices $\Phi_{k}$ satisfy the generalized block Szegő recurrence relation

$$
\left[\Phi_{k} \Phi_{k}^{\prime}\right]=\left[\Phi_{k-1} \Phi_{k-1}^{\prime}\right]\left[\begin{array}{ll}
A_{k-1} & C_{k-1} \\
B_{k-1} & D_{k-1}
\end{array}\right] \quad, \quad k=0,1,2,3,4
$$

with

$$
\begin{aligned}
& A_{0}:=\left[\begin{array}{ccc}
\frac{1}{e_{1,1}} & \frac{-e_{1,2}}{e_{1,1}} & \frac{-e_{1,3}}{e_{1,1}} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right], \quad B_{0}:=0_{3}, \\
& C_{0}:=0_{3}, \quad D_{0}:=0_{3}, \\
& A_{1}:=\left[\begin{array}{ccc}
\frac{z}{\sigma_{1}} & \frac{-z}{\sigma_{1}} e_{2,2} & \frac{-z}{\sigma_{1}} e_{2,3} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \quad B_{1}:=\left[\begin{array}{ccc}
\frac{-\gamma_{1}}{\sigma_{1}} & \frac{-\gamma_{1}}{\sigma_{1}} e_{2,2} & \frac{-\gamma_{1}}{\sigma_{1}} e_{2,3} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \\
& C_{1}:=\left[\begin{array}{ccc}
\frac{z}{\sigma_{1}} \Gamma_{1} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \quad D_{1}:=\left[\begin{array}{ccc}
\Sigma_{1}^{-H} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \\
& A_{2}:=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \frac{1}{e_{3,2}} & \frac{-e_{3,3}}{e_{3,2}} \\
0 & 0 & 1
\end{array}\right], \quad \quad B_{2}:=0_{3}, \\
& C_{2}:=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & \frac{1}{e_{3,2}} & 0 \\
0 & 0 & 0
\end{array}\right], \quad D_{2}:=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \\
& A_{3}:=\left[\begin{array}{ccc}
0 & \frac{z}{\sigma_{2}} & \frac{-z e_{4,3}}{\sigma_{2} e_{5,3}} \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right], \quad B_{3}:=\left[\begin{array}{ccc}
0 & \frac{-\gamma_{2}}{\sigma_{2}} & \frac{\gamma_{2}}{\sigma_{2}} \frac{e_{4,3}}{e_{5,3}} \\
0 & 0 & 0
\end{array}\right], \\
& C_{3}:=\left[\begin{array}{cc}
\frac{z}{\sigma_{2}} \Gamma_{2} & \frac{-z e_{4,3}}{\sigma_{2} e_{5,3}} \\
0 & 0 \\
0 & 0
\end{array}\right], \quad D_{3}:=\left[\begin{array}{cc}
\Sigma_{2}^{-H} & \frac{\gamma_{2} e_{4,3}}{\sigma_{2} e_{5,3}} \\
0 & 0
\end{array}\right], \\
& A_{4}:=z \sigma_{3,5}^{-1}, \quad B_{4}:=-\gamma_{3,5} \sigma_{3,5}^{-1}, \\
& C_{4}:=-\gamma_{3,5} \Sigma_{3,5}^{-H}, \quad D_{4}:=\Sigma_{3,5}^{-H},
\end{aligned}
$$

with

$$
\left[\begin{array}{ccc}
G_{3} & & \\
& 1 & \\
& & 1
\end{array}\right]\left[\begin{array}{lll}
1 & & \\
& G_{4} & \\
& & 1
\end{array}\right]\left[\begin{array}{ccc}
1 & & \\
& 1 & \\
& & G_{5}
\end{array}\right]=:\left[\begin{array}{cc}
\gamma_{3,5} & \Sigma_{3,5} \\
\sigma_{3,5} & \Gamma_{3,5}
\end{array}\right]
$$

Note that the last block recurrence relation is just the classical block Szegő recurrence relation. If we add more data points, we can use the latter relation to compute the next block of 3 orthonormal polynomial vectors $\phi_{i}$.
11. Application: linearized vector rational approximation. In this section, we generalize the discrete linearized least-squares rational approximation of $[16,17]$ to the vector case. The definitions can be easily extended to the vector case as follows. Let us assume that the function values are given in the form $E_{i} / f_{i}$ for the abscissae $z_{i}, i=1,2, \ldots, m$, where $E_{i} \in \mathbb{C}^{(n-1) \times 1}$ and $f_{i}$ and $z_{i}$ are all complex numbers. In the sequel, we make no distinction between the vector rational form $N(z) / d(z)$ and the polynomial vector $P=:\left[P_{1}, P_{2}, \ldots, P_{n}\right]^{T}$ with $N:=\left[P_{1}, P_{2}, \ldots, P_{n-1}\right]^{T}$ and $d:=P_{n}$. If we define the $\vec{\tau}$-degree of a polynomial vector $P$ with $\vec{\tau} \in \mathbb{Z}^{n}$ as $\vec{\tau}-\operatorname{deg} P(z):=\max \left\{\operatorname{deg} P_{i}(z)-\tau_{i}\right\} \quad(\operatorname{deg} 0=-1)$, then in the rational interpolation problem, one wants to describe all vector rational forms $N(z) / d(z)$ of minimal $\vec{\tau}$ degree which satisfy the interpolation conditions

$$
\begin{equation*}
\frac{N\left(z_{i}\right)}{d\left(z_{i}\right)}=\frac{E_{i}}{f_{i}}, \quad i=1,2, \ldots, m \tag{11.1}
\end{equation*}
$$

In [15], a parametrization was given and an efficient algorithm to solve this problem. When the data are corrupted with noise, one does not want the interpolation conditions to be satisfied exactly.

Definition 11.1 (proper Vector rational approximation problem). Given the data points $z_{i}$ with corresponding estimated function values $E_{i} / f_{i}, i=1,2, \ldots, m$, given $\vec{\tau}$, the $\vec{\tau}$-degree $\alpha$ and the weights $w_{i}^{(p)}>0, i=1,2, \ldots, m$, we look for a vector rational form $N(z) / d(z)$ of $\vec{\tau}$-degree $\leq \alpha$ satisfying the following least squares approximation criterion:

$$
\begin{equation*}
\operatorname{minimize} \operatorname{dist}_{(p)}^{2}(N, d):=\sum_{i=1}^{m} w_{i}^{(p)}\left\|R_{i}^{(p)}\right\|_{2}^{2} \tag{11.2}
\end{equation*}
$$

with $R_{i}^{(p)}:=E_{i} / f_{i}-N\left(z_{i}\right) / d\left(z_{i}\right),\left\|R_{i}^{(p)}\right\|_{2}^{2}:=\left(R_{i}^{(p)}\right)^{H} R_{i}^{(p)}$ and where dist ${ }_{(p)}(N, d)$ denotes the $l_{2}$-distance between the rational function $N(z) / d(z)$ and the data.

The proper vector rational approximation problem is a non-linear least squares problem which can only be solved in an iterative way. Therefore, we rather minimize the norm of the linearized residual vector with components

$$
\begin{equation*}
R_{i}:=E_{i} d\left(z_{i}\right)-f_{i} N\left(z_{i}\right), \quad i=1,2, \ldots, m \tag{11.3}
\end{equation*}
$$

We shall fix the $\vec{\tau}$-degree of the approximant $N(z) / d(z)$ to be $\alpha$ where usually $\alpha \ll m$. We also normalize the approximant in the following sense. Suppose $P_{i}(z)=: P_{i, 0}+$ $P_{i, 1} z+\cdots+P_{i, \alpha+\tau_{i}} z^{\alpha}$, then we require $P_{i, \alpha+\tau_{i}}=1$ if $P_{j, \alpha+\tau_{j}}=0, j=i+1, i+2, \ldots, n$. Thus, we shall solve the following vector rational approximation problem.

DEFINITION 11.2 (LINEARIZED VECTOR RATIONAL APPROXIMATION PROBLEM). Given the data points $z_{i}$ with corresponding estimated function values $E_{i} / f_{i}, i=$ $1,2, \ldots, m$, given $\vec{\tau}$, the $\vec{\tau}$-degree $\alpha$ and the weights $w_{i}>0, i=1,2, \ldots, m$, we look for the normalized rational form $N(z) / d(z)$ of $\vec{\tau}$-degree $\alpha$ satisfying the following least squares approximation criterion:

$$
\begin{equation*}
\text { minimize } \operatorname{dist}^{2}(N, d):=\sum_{i=1}^{m} w_{i}\left\|R_{i}\right\|_{2}^{2} \tag{11.4}
\end{equation*}
$$

with $R_{i}:=E_{i} d\left(z_{i}\right)-f_{i} N\left(z_{i}\right),\left\|R_{i}\right\|_{2}^{2}=R_{i}{ }^{H} R_{i}$ and where dist $(N, d)$ denotes the distance between the vector rational form $(N(z), d(z))$ and the data.

Note that the function values $E_{i} / f_{i}$ can be replaced by $k_{i} E_{i} /\left(k_{i} f_{i}\right)$ (with $k_{i} \neq$ 0 ). This yields a different value of the residual $R_{i}$. Solving the linearized rational approximation problem with $k_{i} E_{i}, k_{i} f_{i}$ instead of $E_{i}$ and $f_{i}$, is equivalent to solving the problem with the original $E_{i}, f_{i}$ but with the weights $w_{i}\left|k_{i}\right|^{2}$ instead of $w_{i}$.

The solution of the linearized problem can be used to obtain a solution of the proper problem as follows. Suppose we know the values $d^{(p)}\left(z_{i}\right), i=1,2, \ldots, m$ with $N^{(p)} / d^{(p)}$ a solution of the proper problem. If we solve the linearized problem with weights

$$
\begin{equation*}
w_{i}=\frac{w_{i}^{(p)}}{\left|f_{i} d^{(p)}\left(z_{i}\right)\right|^{2}}, \quad i=1,2, \ldots, m \tag{11.5}
\end{equation*}
$$

we get $\left(N^{(p)}, d^{(p)}\right)$. However, in practice, we do not know the values $d^{(p)}\left(z_{i}\right)$. In this case we can estimate these values, compute the solution of the linearized problem, take the denominator of this solution as a new estimation of the final $d^{(p)}$, and so on. This algorithm was proposed by Loeb for the $l_{\infty}$ norm and by Wittmeyer for the $l_{2}$ norm [3]. In Example 11.1 we shall show the influence of executing one iteration step of this algorithm. Of course one could also use the solution of the linearized problem as a starting value for other iterative schemes.

The linearized vector rational approximation problem can be formulated as a discrete least squares approximation problem with polynomial vectors where each point $z_{i}$ is taken with $(n-1)$ different weight vectors, the rows of the $(n-1) \times n$ matrix

$$
\sqrt{w_{i}}\left[\begin{array}{ll}
I f_{i} & \left.-E_{i}\right] .
\end{array}\right.
$$

The degree vector $\Delta^{\star}$ can be taken equal to $\vec{\tau}$.
Example 11.1. The points $z_{i}$ are 30 equidistant points in the interval $[-\pi / 2+$ $0.01, \pi / 2+0.01]$. The function values are taken as follows:

$$
f_{i}=1, \quad E_{i}=\left[\tan \left(z_{i}\right), \sin \left(z_{i}\right)\right]^{T}
$$

The weights $w_{i}$ and $w_{i}^{(p)}$ are all taken equal to 1 . We allow the degree of the numerator to be 2 higher than the degree of the denominator, i.e. $\vec{\tau}=(2,2,0)$. All computations were done on a DEC workstation using MATLAB 4.1 with machine epsilon eps $=$ $2.2204 e-16$. Table 11.1 shows the degree vectors $\Delta^{(k)}$, the degree indices $\nu_{k}$, the pivot indices $\pi_{k}$ and the norm of the solution of the discrete least squares approximation for the initial values of $k$. The absolute errors of each of the two components of the vector rational approximant for $k=19$ is given in Figure 11.1. After one iteration step of the Loeb-Wittmeyer algorithm, we get the smaller errors of Figure 11.2 with a more equi-oscillating character.
12. Conclusion. In this paper, we have constructed several variants of an algorithm which computes the coefficients of recurrence relations for orthonormal polynomial vectors with respect to a discrete inner product. When the points $z_{i}$ are real or on the unit circle, we have shown that the number of computations reduces by an order of magnitude. Also the recurrence relations only require a fixed number of terms.

The orthonormal polynomial vectors were used to solve a discrete least squares approximation problem. As an application, we have considered the vector rational approximation problem in a linearized least-squares sense. Future work will show how to compute matrix rational interpolants and matrix rational approximants in a linearized least squares sense based on these orthonormal polynomial vectors.

| $k$ | $\Delta^{(k)}$ | $\nu_{k}$ | $\pi_{k}$ | $\left\\|P^{(k)}\right\\|$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $(0,-1,-1)$ | 1 | 1 | $5.4772 \mathrm{e}+00$ |
| 2 | $(0,0,-1)$ | 2 | 2 | $5.4772 \mathrm{e}+00$ |
| 3 | $(1,0,-1)$ | 1 | 4 | $5.1030 \mathrm{e}+00$ |
| 4 | $(1,1,-1)$ | 2 | 5 | $5.1030 \mathrm{e}+00$ |
| 5 | $(2,1,-1)$ | 1 | 6 | $4.2454 \mathrm{e}+00$ |
| 6 | $(2,2,-1)$ | 2 | 7 | $4.2454 \mathrm{e}+00$ |
| 7 | $(2,2,0)$ | 3 | 3 | $1.2223 \mathrm{e}+02$ |
| 8 | $(3,2,0)$ | 1 | 8 | $2.5927 \mathrm{e}+00$ |
| 9 | $(3,3,0)$ | 2 | 9 | $3.4585 \mathrm{e}+00$ |
| 10 | $(3,3,1)$ | 3 | 10 | $1.6908 \mathrm{e}+02$ |
| 11 | $(4,3,1)$ | 1 | 11 | $1.9535 \mathrm{e}+00$ |
| 12 | $(4,4,1)$ | 2 | 12 | $2.7890 \mathrm{e}+00$ |
| 13 | $(4,4,2)$ | 3 | 13 | $3.4205 \mathrm{e}-01$ |
| 14 | $(5,4,2)$ | 1 | 14 | $1.4593 \mathrm{e}+00$ |
| 15 | $(5,5,2)$ | 2 | 15 | $7.0727 \mathrm{e}-02$ |
| 16 | $(5,5,3)$ | 3 | 16 | $2.6297 \mathrm{e}-01$ |
| 17 | $(6,5,3)$ | 1 | 17 | $1.0807 \mathrm{e}+00$ |
| 18 | $(6,6,3)$ | 2 | 18 | $5.6111 \mathrm{e}-02$ |
| 19 | $(6,6,4)$ | 3 | 19 | $8.0443 \mathrm{e}-03$ |
| 20 | $(7,6,4)$ | 1 | 20 | $3.3817 \mathrm{e}-01$ |
| 21 | $(7,7,4)$ | 2 | 21 | $1.4988 \mathrm{e}-03$ |
| 22 | $(7,7,5)$ | 3 | 22 | $5.9541 \mathrm{e}-03$ |
| 23 | $(8,7,5)$ | 1 | 23 | $2.5137 \mathrm{e}-01$ |
| 24 | $(8,8,5)$ | 2 | 24 | $1.0902 \mathrm{e}-03$ |
| 25 | $(8,8,6)$ | 3 | 25 | $2.5033 \mathrm{e}-03$ |
| TABLE 11.1 |  |  |  |  |

results for example 11.1


FIG. 11.1. absolute error
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